cycling seasons. If the chimpanzee anticipated the arrival
of human visitors in the spring, it could have amassed a
large store of stones. Instead, the arrival of visitors at the
zoo might have served as a contextual stimulus for stor-
ing rocks to be thrown at people (semantic memory)
without the anticipation of doing so at any specific time
in the future.

We re-emphasize that a crucial comparative test of
future planning in animals should include a choice in
which one response will prepare the animal to obtain a
reward at an earlier time and the other response will
prepare the animal to obtain a reward at a later time. If
temporal organization of future plans is crucial to animals,
as it is to humans, the animal should choose the response
that prepares for the appropriate future time.
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Some puzzles relating to the free-energy principle:

comment on Friston

Chris Thornton

COGS/Informatics, University of Sussex, Brighton, UK, BN1 9QH

In Friston’s recent article [1], the structure of an agent’s
world is taken to be represented by a ‘conditional density’,
a probabilistic mapping from ‘causes’ to sensory stimu-
lation. Friston argues that the brain can arrive at an
approximation of this mapping by minimizing ‘free
energy’, which is a function of sensory stimulation and
brain states. A generative model of causal structure in the
environment is then obtained, on which basis the agent
is able to infer the ‘causes of sensory samples’ [1]. What
is unclear is how this mechanism would function when
sensory samples are ambiguous. In general, there are
multiple interpretations for the causes of any sensory
data, and these cannot be resolved on the basis of inspect-
ing the data alone [2].

For any sense data, there will also generally be causes at
multiple levels of description, with causes at one level of
description being embedded in causes at higher levels.
Sensory stimulation is the result not of distinct causes,
but of causal structure. How would a mechanism that acts
to infer causes measure up to the task of inferring causal
structure?

Friston asserts that almost ‘any adaptive change in the
brain’ can be viewed as resulting from minimization of free
energy [1]. On the face of it, no particular stand is taken on
the emergence of the structures that mediate minimiz-
ation. However, by looking at the definition of free energy
[3], one finds a significant part being played by the variable

Corresponding author: Thornton, C. (c.thornton@sussex.ac.uk).

9. It is values of 3 that encapsulate the representation of
‘environmental causes’ by the brain [3]. The range of 9 then
dictates the gross structural form of any representation
acquired. With the framework providing no principle for
deciding this range, the representation by the brain of the
conditional density is inevitably a ‘slightly mysterious
construct’ [4].

The expectation might be that 3 will be fixed through
instantiation of fortuitous ‘matches’ between internal and
external structures. ‘Those systems that can match their
internal structure to the causal structure of the environ-
ment will attain a tighter bound.” [3]. However, there is a
problem of circularity here: agents are posited to be able to
form an internal structure matching the environment just
in case they already have it. Neither it is clear whether this
is intended to be the ‘mechanism’ for fixing 3. If there is no
principle deciding this crucial designator of representa-
tional capacity, then one can only assume that it is fixed at
random.

It seems right for Friston to emphasize that the
entropic basis of surprise reveals a deep connection
between processes of knowledge, behavior and life. How-
ever, this idea has been in common currency for some
time (e.g. Refs [5,6]) and it is unclear how introduction of
the ‘free energy’ concept, specifically, adds any explana-
tory content. Free energy is taken to be a ‘good proxy’ for
surprise: surely it is minimization of ‘surprise’ that is
explanatorily salient. The inability of the present formu-
lation to address the issue of structure emergence also
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poses difficulties with regard to the specification of 3
ranges, resolution of sensory ambiguity and inference
of causal structure.
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Some free-energy puzzles resolved: response to

Thornton

Karl Friston

The Wellcome Trust Centre for Neuroimaging, University College London, Queen Square, London, WC1N 3BG, UK

Chris Thornton [1] poses some simple but key questions
about the free-energy principle reviewed in [2]. These
puzzles have simple and clear answers:

Puczzle: “A generative model of causal structure in the
environment is [then] obtained, on which basis the agent is
able to infer the ‘causes of sensory samples’ [ibid. p. 294].
What is unclear is how this mechanism would function
where sensory samples are ambiguous” [1].

Answer: One of the main motivations for the free-
energy principle is its appeal to [approximate] Bayesian
inference where ambiguities are resolved by priors [3].
Priors are mandated by the (ill-posed) problems created
by ambiguity and empirical priors are an integral part of

hierarchical inference [2,Box 3]. This is not theoretical
hand waving; in biophysics, the free-energy formulation
is used routinely to solve difficult ill-posed inverse pro-
blems (e.g. [4]).

Puzzle: “On the face of it, no particular stand is taken
on emergence of the structures that mediate minimization.
But looking at the definition of free-energy, we find a
significant role being played by the variable 9. It is values
of this variable that encapsulate the brain’s representation
of ‘environmental causes™ [1].

Answer: The representations are not environmental
causes 9 but the sufficient statistics u of the brain’s recog-
nition density q(3;u); these include synaptic activity and

a),u"| m")

time-scale
107s u" =argmin F (8 (a), #| m™)
4" =argmin F (5 (
10°s . ‘ ‘ )
u! =argmin [dtF (57, 4" |m")
0 _ ; g0 0 D)
_ 4, =argmin Jth (8", 1" |m')
10° . . I
= m" = argmin _[th (89, u® |m")
10°s Y

m= argmin 2_[ atF (g(f'} ,,u“' |m(H) fitness) over time and individuals of a given class (e.g.,
i

process

Perception and Action: The optimization of neuronal and
neuromuscular activity to suppress prediction errors (or free-
energy) based on generative models of sensory data.

Learning and attention: The optimization of synaptic gain
and efficacy over seconds to hours, to encode the precisions
of prediction errors and causal structure in the sensorium.
This entails suppression of free-energy over time.

Neurodevelopment: Model optimization through activity-
dependent pruning and maintenance of neuronal
connections that are specified epigenetically

Evolution: Optimization of the average free-energy (free-

conspecifics) by selective pressure on the epigenetic
specification of their generative models.

TRENDS in Cognitive Sciences

Figure 1. This schematic summarises the various timescales over which minimization of free-energy can be considered as optimizing the state (perception), configuration
(action), connectivity (learning and attention), anatomy (neurodevelopment) and phenotype (evolution) of an agent. Here, F(s",u.“')\m“')) is the free-energy of the sensory
data (and its temporal derivatives - $(a)) and states of an agent mem that belongs to class m. The states uDuxu,./t0 cOrrespond to synaptic activity, gain and strength,

respectively, whereas a action determines the sampling of sensory data.
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