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raw fMRI time series adjusted for low Hz effects 

residuals 
fitted low frequencies 

fitted signal 

fitted drift 

Raw data 
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A contrast = a weighted sum of parameters: c´ × b	

c’ = 1 0 0 0 0 0 0 0 

divide by estimated standard deviation of b1	


SPM{t} 
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contrast of 
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parameters 

variance 
estimate 

T =  

b1 > 0 ?  

b1 b2 b3 b4 b5 ....	
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H0: β1 = 0 

X1  X0 

H0: True model is X0 

X0 c’ = 1 0 0 0 0 0 0 0 

T values become 
F values. F = T2  

Both “activation” 
and 
“deactivations” 
are tested. Voxel 
wise p-values are 
halved. This (full) model ?  Or this one?  
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2 

F  ~  ( S0
2  -  S2 ) / S2  



Tests multiple linear hypotheses : Does X1 model anything ? 

This (full) model ?  

H0: True (reduced) model is X0 

X1   X0 

S2
 

Or this one?  

X0 

S0
2 F =  

error 
variance 
estimate 

additional 
variance 

accounted for 
by tested effects 

F  ~  ( S0
2  -  S2 ) / S2  



0 0 1 0 0 0 0 0  
0 0 0 1 0 0 0 0 
0 0 0 0 1 0 0 0 
0 0 0 0 0 1 0 0 
0 0 0 0 0 0 1 0 
0 0 0 0 0 0 0 1 

c’  = 

tests multiple linear hypotheses. Ex : does drift functions model anything? 

H0: β3-9 = (0 0 0 0 ...) 

X1  X0 

H0: True model is X0 

X0 

Or this one?  This (full) model ?  
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No correlation between green 
red and yellow 



correlated regressors, for example 
 green: subject age 
 yellow: subject score 

Testing for the green 



correlated contrasts 

Testing for the red 



Very correlated regressors ? 

Dangerous ! 

Testing for the green 



If significant ? Could be G or Y ! 

Testing for the green and yellow 



Completely correlated 
regressors ? 

Impossible to test ! (not 
estimable) 

Testing for the green 



Testing for first regressor: T max = 9.8 



Testing for first regressor: activation is gone ! 
Right or Wrong? 



LC2  : 

LC1
⊥  :  

test of C2 in the  
implicit ⊥ model  

test of C1 in the  
explicit ⊥ model  

LC1
⊥	


LC2 

 cf Andrade et al., NeuroImage, 1999 

This generalises when testing 
several regressors (F tests) 







Factorial design with 2 factors : modality and category  
 2 levels for modality (eg Visual/Auditory) 
 3 levels for category (eg 3 categories of words) 

Experimental Design  Design Matrix 
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V A C1 C2 C3 



V A C1 C2 C3 

•  Design Matrix not orthogonal  
•  Many contrasts are non estimable 
•  Interactions MxC are not modelled 

Test C1 > C2                      : c = [ 0 0 1 -1 0 0 ] 
Test V > A                          : c = [ 1 -1 0 0 0 0 ] 

                                                     [ 0 0 1 0 0 0 ] 
Test C1,C2,C3 ?   (F)           c =  [ 0 0 0 1 0 0 ] 
                                                     [ 0 0 0 0 1 0 ] 

Test the interaction MxC ? 





V A V A V A 

Test   C1 > C2                       :     c = [ 1  1 -1 -1 0  0  0] 

Test the interaction MxC : 
    [ 1  -1 -1  1  0   0  0] 
   c =  [ 0   0  1  -1 -1  1  0] 
    [ 1  -1  0   0 -1  1  0] 

•  Design Matrix orthogonal 
•  All contrasts are estimable 
•  Interactions MxC modelled 
•  If no interaction ... ? Model is too “big” ! 

C1 C1 C2 C2 C3 C3 
Test   V > A                          :     c = [ 1 -1  1 -1 1 -1 0] 

Test the category effect : 
    [ 1  1 -1 -1  0  0  0] 
   c =  [ 0  0  1   1 -1 -1 0] 
    [ 1  1  0   0 -1 -1 0] 



V A V A V A 
Test C1 > C2   ? 
Test C1 different from C2   ? 
from 
                   c =     [ 1     1     -1      -1        0      0     0] 
to 
                   c  =  [ 1 0  1  0  -1  0  -1   0  0  0  0  0 0] 

  [ 0 1  0  1   0 -1   0  -1  0  0  0  0 0] 
becomes an F test! 

C1 C1 C2 C2 C3 C3 

What if we use only:  
  c  =  [ 1 0  1  0  -1  0  -1   0  0  0  0  0 0] 

OK only if the regressors coding for the delay are all 
equal 







Px Y = X β	














Estimation [Y, X] [b, s] 

Test [b, s2, c] [c’b, t] 



Error 
variance 
estimate 

additional 
variance accounted for 

by tested effects 

Test [b, s, c] [ess, F] 

Estimation [Y, X] [b, s] 


